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Manuel de statistiques

La quatriéme édition de cet ouvrage présente des tests statistiques
simples, utiles pour décrire une variable et les relations entre plusieurs
variables, ou pour comparer des séries de données (que ces données
aient une répartition gaussienne ou non). Pour le rendre plus concret,
il est concu autour d'un exercice dont les données servent a illustrer
chaque chapitre ou test statistique présenté. Ainsi le lecteur trouvera-t-il
a la fin de chaque chapitre une série de questions relatives a ce tableau
de données, et permettant I'application de la méthode statistique
présentée dans le chapitre. Le premier et le dernier chapitre sont
consacrés aux généralités, le premier présentant une fagon de travailler
avec des données, et le dernier résumant une fagon de choisir un test
statistique.

Ne sont évoqués dans ce manuel que des tests de la statistique
univariée, c'est-a-dire permettant I'analyse de variables prises isolément.
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