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La collection TECHNOSUP dirigée par Claude Chéze est une sélection d'ouvrages dans toutes les disciplines,
pour les filieres technologiques des enseignements supérieurs.

Niveau A Approche (éléments, résumés ou travaux dirigés) IUT - BTS - 18"cycle
Niveau B Bases (cours avec exercices et problémes résolus) IUP - Licence
Niveau C Compléments (approfondissement, spécialisation) Ecoles d’ingénieurs, Master

L'ouvrage : niveau B (IUP - Licence)

S’appuyant sur le calcul des probabilités, dont les techniques usuelles ont été
développées dans un précédent ouvrage de I’auteur, ce manuel présente les principales
méthodes utilisées en statistique mathématique, a travers des rappels de cours et plus
d’une centaine de problemes corrigés qui les illustrent au moyen de cas concrets.

L’ouvrage s’adresse a un large public qui est celui des écoles d’ingénieurs et des .U.T,
mais aussi des €coles de commerce et des universités dans des spécialités aussi diverses
que I'ingénierie, la médecine, la biologie, I'agriculture, la gestion, I’économie...
Il traite une grande variété de modeles et donne un riche apercu des techniques
statistiques autour des sujets classiques, échantillonnage, estimation, décision, et
régression. Il trouve ainsi un juste compromis entre la rigueur mathématique et la
pratique effective.

La présentation est particulierement fournie quant a I’estimation et la décision
statistique ou les tests non paramétriques trouvent une place importante.

Lauteur :

Jean-Pierre Boulay, Ingénieur de la Ville de Paris, enseigne le calcul des probabilités et la
statistique a ['Ecole Spéciale des Travaux Publics a Paris, oil il assure également un cours de
recherche opérationnelle.
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